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The research performed in the Department of
Foundations of Computer Science lies in the inter-
section of algebra, logic and computer science. The
main studied themes are automata and formal lan-
guages, lexicographic orderings of languages, context-
free languages of infinite words, tree automata, tree
transducers and term rewriting, semirings, semimod-
ules, weighted automata and weighted tree automata,
logics on words and trees, finite model theory, fixed
point operations in computer science, and axiomatic
questions.

I. ITERATION THEORIES AND FIXED
POINT OPERATIONS

Most computer scientists are aware of the fact that
just about all their work is related to fixed points and
fixed point operations. Prior work by Bloom, Ésik
and others led to the notion of ‘iteration theories’ that
capture the equational properties of fixed point oper-
ations in computer science. Iteration theories were
studied and applied to programming semantics, au-
tomata and language theory, concurrency in the pa-
pers [1–6].
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[2] S.L. Bloom and Z. Ésik, A Mezei-Wright theorem
for categorical algebras, Theoret. Comput. Sci.,
411(2010) 341–359.
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[6] Z. Ésik, On a connection between language the-
ory and concurrency, Math. Found. Programming
Semantics, New Orleans, 2013, to appear.

II. SEMIRINGS, SEMIMODULES AND
SEMIALGEBRAS

Semirings, semimodules and semialgebras have been
widely used in computer science to describe the be-
havior of weighted automata. Many new types of
these structures, such as (partial) Conway and iter-
ation semirings and semialgebras, were used to pro-
vide an axiomatic framework to weighted automata
in the papers [7–13]. For example, it has been shown
that rational power series may be axiomatized by the
equations of iteration semirings and a few more.
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III. AUTOMATA, TREE AUTOMATA,
WEIGHTED AUTOMATA

Research on automata has been performed in several
directions. In addition to classical finite automata, it
included tree automata and weighted automata with
respect to both the classical language behavior and
the bisimulation based behavior, see [16, 21–23]. In
[18–20], we used tree automata to characterize the ex-
pressive power of branching time temporal logics and
first-order logic enriched with Lindström quantifiers.
In [17], we gave a complete axiomatization of the al-
gebra of regular tree languages.

In [33], we studied the nondeterministic variants
of synchronizing automata.

In [25] we explore weighted extended tree trans-
ducers (wxtt) over countably complete semirings sys-
tematically. We show that the backward application
of a linear wxtt preserves recognizability and that the
domain of an arbitrary bottom-up wxtt is recogniz-
able.

In [14] we characterize equational tree transfor-
mations in terms of tree transformations defined by
different bimorphisms, and give an equational defini-
tion for some well-known tree transformation classes.
In [15] we generalize these results for weighted tree
transformations with finite support over continuous
and commutative semirings, and in [26] for weighted
tree transformations over the max-plus semiring.

In [31] we characterize the syntactic KΣ-algebras
of recognizable tree series and show that all subdi-
rectly irreducible KΣ-algebras are syntactic. In [27]
we prove a variety theorem for tree series over a
field K, which establishes a bijective correspondence
between the varieties of recognizable KΣ-tree series
and the varieties of certain finite-dimensional KΣ-
algebras.

In [28] we show that both the forward and the
backward application of synchronous tree substitution
grammars (stsg) preserve recognizability of weighted

21



tree languages in all reasonable cases. As a conse-
quence, both the domain and the range of an stsg
without chain rules are recognizable weighted tree lan-
guages.

In [30] we prove that a tree series is recognizable
by a tree automaton over a multioperator monoid iff it
appears as the composition of a relabeling tree trans-
formation, a recognizable tree language, and a tree
series computed by a one-state weighted tree automa-
ton of the same type. In [32] we present a Kleene
theorem on the equivalence of recognizability and ra-
tionality for tree series over distributive multioperator
monoids. In [24] we prove that a tree series over an
absorptive multioperator monoid is recognizable by
weighted tree automata iff it is definable by certain
MSO-like expressions.

In [34] we introduced the concept of a tree ho-
momorphism for unranked trees. We show that they
preserve recognizability.

In [35] we compare the computing powers of a
given deterministic bottom-up tree transducer and a
given ground term rewrite system.
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IV. LEXICOGRAPHIC ORDERINGS

Each countable linear ordering may be represented as
the lexicographic ordering of a language over some
alphabet. But which linear orderings may be repre-
sented as lexicographic orderings of regular or (de-
terministic) context-free languages? Is it decidable
whether they are well-orderings, scattered orderings
or dense orderings? These questions and many oth-
ers were studied in the papers [36, 38, 39, 41, 43–45].
For example, we showed that the finite condensation
rank of the lexicographic ordering of a context-free
language is less than ωω, and that a well-ordering is
the lexicographic ordering of a context-free language
iff it is the lexicographic ordering of a deterministic
context-free language iff its order type is less than
ωω

ω

. We also proved that there is a context-free
language whose lexicographic ordering is not isomor-
phic to the lexicographic ordering of any determin-
istic context-free language. Moreover, whereas it is
decidable for a context-free grammar whether the lex-
icographic ordering of its language is a well-ordering
or a scattered ordering, it is undecidable whether it
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is dense. We also constructed a context-free language
whose lexicographic ordering has an undecidable first-
order theory. This is interesting since the the lexi-
cographic ordering of any deterministic context-free
language has a decidable first-order, even decidable
monadic second-order theory.
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[40] S.L. Bloom and Z. Ésik, Algebraic linear order-
ings, Int. J. Foundations of Computer Science,
22(2011), 491–515.
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V. LANGUAGES OF INFINITE WORDS

The theory of context-free languages of finite words
may be extended to infinite words if one allows a
derivation tree to be infinite and requires some (e.g.
Büchi– or Muller–type) acceptance condition to hold
over the branches of the tree. In [46, 47, 49, 51,
53] we considered the (closure, complexity, order-
theoretic etc.) properties of the languages generated
by context-free grammars equipped with a Büchi–type
condition, while in [48,50,52] we studied the languages
generated by grammars with a Muller–type condition.
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VI. TERM REWRITE SYSTEMS

In [54] we showed that it is decidable for any extended
ground term rewrite system R whether there is an
equivalent ground term rewrite system S.

In [55], we show that for any equivalent reduced
ground term rewrite systems R and S, the same num-
ber of terms appear as subterms in R as in S. We give
an upper bound on the number of reduced ground
term rewrite systems equivalent to a given reduced
ground term rewrite system R.

In [56] we presented a new variant of the PPP
Challenge Handshake Authentication Protocol. We
based our version on the concept of rewrite comple-
ments for ground term rewrite systems.
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Zoltán Fülöp was a member of the PC of the confer-
ences Automata and Formal Languages 2011 (Debre-
cen) and Algebraic Informatics (Linz) 2011. He is a
member of the Editorial Board of Acta Cybernetica.
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